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Abstract Since precise forecasting of the future is not possible, most of life’s decisions
are made with uncertain outcomes. One important facet of uncertainty that is of
particular interest to decision scientists is risk—the choice between an option that is
less rewarding but more certain and an option that is less certain, but potentially more
rewarding. Recent developments in both neuroscience and behavioral endocrinology
have helped to reveal the biological mechanisms that support decision-making involv-
ing economic risk, and consequently, potential factors associated with individual
differences in risk taking. This review is dedicated to surveying recent developments
that link the hormone testosterone to economic risk taking. Like neuroeconomics,
endocrinological approaches may provide a potentially powerful framework from
which to understand decision-making and may help to make sense of a number of
well-documented behavioral anomalies involving economic risk. Specifically, we sug-
gest that testosterone functions to modulate risky behaviors in ways that appear to be
adaptive. Still, more work is needed to understand the nature of the relationship
between testosterone and risk in both sexes.
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Introduction

Possibly casinos understand best that humans do not always make decisions that
maximize expected value—global revenues for the casino gaming industry presently
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stand at over 100 billion USD (PricewaterhouseCoopers 2010). To explain this depar-
ture from expected value economists often rely on models of choice behavior that
account for the subjective value or “utility” of options. The dominant model, first
proposed in 1738 by Daniel Bernouli, is called expected utility. These models, where
individuals are assumed to choose the alternative that maximizes their expected utility,1

provide a compelling, yet simple, framework for understanding how individuals make
decisions under risk and uncertainty. Nevertheless, systematic violations of expected
utility are widespread (see Starmer 2000 for review). Other models, such as loss
aversion, where probabilities themselves are weighted (Kahneman and Tversky
1979) have accounted for some of these violations, but they too fail to explain other
behaviors such as avoiding outcomes that, while tragic, are extremely rare
(Loewenstein et al. 2001). The last 15 years has witnessed further refinements of
choice models as our understanding of decision-making has become more sophisticated
and complex. Concomitantly, a break from the traditional view that preferences can
only be revealed through choice has led to more research about the psychological and
biological foundations of economic risk taking. Though still incomplete, we have a
better understanding of individual differences in economic risk taking including pref-
erence shifts within individuals and the reciprocal interactions between choice, out-
come and biology.

This review focuses on the steroid hormone testosterone as a potential mediator of
financial decision-making involving risk. While there is great value in understanding
the neural substrates involved in economic decision-making, less attention has been
given to the role of hormones. One possible reason for this difference in focus is that
human cognition and decision-making is sophisticated and necessitates higher order
brain mechanisms. However, the corollary of this is that since behavior and decisions
are more cognitively driven they should be largely decoupled from the effects of
hormones (Bos et al. 2012a, b). While it is true that simple one-directional hormone-
behavior relationships are either rare or non-existent in humans, there is still mounting
evidence suggesting that hormones causally contribute to a wide range of behavioral
propensities (see Bos et al. 2012a, b). Moreover, there is concrete evidence that steroid
hormones do act on the brain via genomic and non-genomic pathways (for review see
Höfer et al. 2013). For instance, testosterone regulates gene expression in the brain by
binding to androgen receptors (AR). It also acts as a neuroactive steroid by modulating
neural excitability through its interaction with ligand-gated ion channels (for review see
Do Rego et al. 2009). Even more, testosterone can affect the brain indirectly through its
conversion to estradiol by aromatase (for review see Rahman and Christian 2007). And
estradiol also has a number of important and functionally distinct genomic and non-
genomic effects on the brain. Finally, testosterone and estradiol can mediate the
synthesis of neuropeptides, including vasopressin and oxytocin, in a number of brain
regions. For these reasons, we believe it is still an open and important empirical
question as to whether and how much hormones govern human economic decision-
making. Such research not only allows for a richer understanding of hormone-behavior
relationships, but also has the potential to inform traditional neuroeconomic approaches
to the study of brain-behavior relationships.

1 EV = (U * P)whereU is the vector of subjective values assigned to possible outcomes, and P is vector of the
probabilities that each outcome will occur.
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Risk Preferences

Economic risk preferences are defined by the tradeoff between the variance and the
expected value for a given resource. To illustrate this, imagine a lottery that gives a
50 % chance of winning $100 and a 50 % chance of winning $0, with the expected
value thus being $50. If an individual is indifferent between receiving $50 with
certainty or trying their luck at this lottery, the individual is considered to be risk
neutral. If an individual prefers the gamble to the certain outcome of $50, they are
considered to be risk loving, whereas if they prefer the certain $50 to the lottery, they
are considered to be risk averse. While this specific illustration involves money, many
decisions in life entail elements of risk. Moreover, many of those decisions, whether
about parenting, mating or foraging, can have real fitness consequences.

Examples in the animal kingdom of species choosing between more certain, but
potentially less rewarding outcomes versus less certain but more rewarding outcomes,
are plentiful. Maternal cannibalism is fairly rare in the animal kingdom but does occur
in some species. On the surface the behavior presents as a Darwinian conundrum: Why
would a mother ever choose to cull her own biological offspring? In some species, such
as the golden hamster, this behavior has been explained as a risk management strategy
(Day and Galef 1977). That is, mothers eliminate pups from their litter in order increase
the probability that the remaining pups will survive, leading to less variance in
outcomes. In other species, behavioral decisions under the threat of predation are
common. For instance, males of many species emit mating calls in order to attract
females. Unfortunately for some males, such as the tungara frog, these calls also alert
potential predators to their whereabouts (for review see Magnhagen 1991). Thus by
emitting louder or more frequent calls males are increasing risk, since they are both
more likely to attract mates and attract predators. In extant hunter-gatherers and
presumably our ancestors, decisions are made daily as to which foods to target for
consumption. Some foods, such as meat, are abundant in calories and nutrients but are
more risky to obtain compared to other items that, while more reliably procured,
provide less energy and nutrition. And while investment portfolio selections provide
a current and obvious example of decision-making involving risk, almost every domain
of modern life involves similar choice types. These can include weighty decisions, such
as the choice between different career paths or medical treatments and more mundane
decisions, such as when to fold in poker games.

Since risk is a central feature of decision-making common to many animals and a
feature of behavior not without fitness consequence, economic risk preferences may
have biological substrates. Interestingly, violations of standard utility theory, including
choices involving risk and uncertainty, have also been documented in other animals
(see Kagel 1995). As a result, some economists have grappled with understanding the
evolutionary origins of preference formation. For instance, some have examined how
selection may have favored risk taking in some environments such as winner-takes-all
tournaments (Dekel and Scotchmer 1999), while others have examined the origins of
sex differences in risk taking (Robson 1996). Others still, assume preferences are
exogenous and have asked why agents have preferences at all (Robson 2001;
Samuelson and Swinkels 2006)? In other words, why did selection favor utility
functions rather than having organisms attach utilities to items directly comparable to
the fitness benefits they provide? Currently there are two main complementary
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evolutionary accounts for utility functions. Robson (2001) suggests that preferences
provide agents with increased flexibility so that organisms can cope with novel and
changing environments, while Samuelson and Swinkels (2006) suggest that having
intermediate preferences results in better decision-making in environments with imper-
fect information. While little is known about the ultimate origins of risk preferences,
research examining the heritability of economic decision-making, including risk, 2

provides some evidence that these decisions are influenced by genes and, at the very
least, subject to selection (Cesarini et al. 2010).

In economics it is often assumed that preferences are exogenous and stable.
However, there is substantial variation in risk preferences between individuals (e.g.
Dohmen et al. 2011). Moreover, while relatively stable individual differences exist, risk
preferences are also flexible, with the most extreme case being preference reversal
(Tversky et al. 1990). When exploring incentivized gambles involving risk, it is
common to see that demographic variables such as age, sex, education and socioeco-
nomic status can account for some of the variation in risk taking (e.g. Barsky et al.
1997; Dohmen et al. 2011). For example, it is often found that women and older
individuals are, on average, less risk taking than men and younger individuals, though
the effect sizes are often fairly small (see Nelson 2012 for sex differences in risk
taking). Also, using lab measures and financial market data, variation in risk prefer-
ences have also been associated with situational contexts and previous economic
experience. For example, girls randomly put in same-sex groups are more risk taking
than girls in mixed-sex groups (Booth and Nolen 2012), and growing up under times of
low economic growth and high inflation correlates with low risk taking as an adult
(Malmendier and Nagel 2011). Finally, there is also evidence suggesting that men
become more financially risk taking following physical contact with a woman (Levav
and Argo 2010). While many of these findings provide interesting and important
insights into understanding individual differences in decision-making, much of the
variation in economic risk taking remains elusive (Camerer 2003). Moreover, none of
these findings individually or collectively provide a comprehensive and theoretically
compelling explanation for understanding risk and decision-making. As a result,
researchers have increasingly relied on insights and methodologies from psychology
and biology to help develop a more complete economic science. For example, an
emerging body of work has set out to explain individual variation in risk taking with
psychological variables, such as moods and/or emotions (Loewenstein et al. 2001),
biological variables, such as genetic polymorphisms (e.g. Dreber et al. 2009; Kuhnen
and Chiao 2009, though see Benjamin et al. 2012 for a discussion of problems with this
research) and brain activation (e.g. Kuhnen and Knutson 2005; Platt and Huettel 2008).
Others have examined the role of hormones on financial risk.

Testosterone

With advancements in non-invasive hormonal sampling, behavioral endocrinology
research has been catapulted into nearly every domain of the social sciences including

2 This study examined individual investment decisions among twins in the Swedish Twin Registry and found
that genetic variation accounted for approximately 25 % of variation in portfolio risk.
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anthropology (e.g. Ellison et al. 2002), primatology (e.g. Muller and Wrangham 2004),
politics (e.g. Apicella and Cesarini 2011), management (Sapienza et al. 2009) and
economics (e.g. Apicella et al. 2008, 2014). One hormone that has received substantial
attention in relation to risk taking is the steroid hormone testosterone.

Testosterone is a steroid hormone mainly produced by the testes in men, but it is also
present in women in smaller quantities. Specifically, testosterone is produced in both
the ovaries and adrenal glands in roughly equal quantities totaling an amount that is
approximately 1/8 of the amount of testosterone typically found in men. Testosterone
plays an important role for reproductive physiology and development and modulates a
number of behavioral processes of relevance to survival and reproduction, especially in
males (Adkins-Regan 2005; Dixson 1998; Nelson 2005; Wingfield et al. 1990). In
several species, including humans, testosterone has been linked to aggression (Archer
2006), sensation seeking (see Roberti 2004 for a review), hostility (Hartgens and
Kuipers 2004), food acquisition (Worthman and Konner 1987), mate-seeking (Roney
et al. 2007), and dominance in males (Mazur and Booth 1998).

Studies of association are typically the first step in understanding the relationship
between hormones and behavior. While a useful and pragmatic first step, it is important
to recognize that the usual concerns of causality may apply with more force to the field
of behavioral endocrinology where reciprocal causality is common. For instance, a
growing literature suggests that while testosterone may influence aggression, aggres-
sive behaviors or actions can also be associated with a rise in testosterone (Carré and
McCormick 2008a). A potential further complication is that hormones, like testoster-
one, can affect behavior both through organizational and activational effects (Beatty
1979). That is, critical periods of exposure to testosterone can permanently influence
behavior and affect the way in which individuals respond to the activating or non-
permanent effects of testosterone over the lifespan. These critical periods of exposure
are thought to take place during key developmental stages such as fetal development
and puberty.

Recently researchers have set out to examine whether testosterone may play a role in
economic risk taking. The involvement of testosterone was suspected for a few reasons.
As mentioned, testosterone had previously been linked to a number of activities that
involve elements of risk in both humans and other animals. For instance, the compet-
itive and risky behaviors observed in males of many species are often activated by
testosterone during the breeding season (Balthazart 1983; Harding 1981; Wingfield
et al. 1990). Moreover, the documented sex difference in economic risk taking as well
as the decline in economic risk taking with advancing age are both findings that accord
with testosterone as a potential mediator. Testosterone concentrations are not only
higher in men relative to women (Dabbs 1990) but also decrease steadily with age in
industrialized populations (Kaufman and Vermeulen 2005).

Here we describe the nascent literature on testosterone and economic risk taking,
potential shortfalls and ways forward for future research.3 Our review includes mea-
sures of economic risk preferences, where probabilities are known and measures mainly
incentivized, but related measures and constructs are briefly discussed in a specific
subsection.

3 See Hoffman et al. (2014) for related work.
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Economic Risk Preferences and Testosterone

The literature on testosterone and economic risk preferences is small and relatively
novel. Below we present the papers in chronological order, starting with those that only
look at correlations and then addressing those where testosterone is administered. We
finish by discussing potential organizational effects of testosterone on financial risk
taking.

Endogenous Testosterone

The first study to directly relate testosterone to risk taking is Apicella et al. (2008).
In a study involving 95 males aged 18–23, they find that circulating levels of
testosterone correlate positively with risk taking in an investment task. Risk taking
is measured from a single incentivized choice, where participants receive $250 on
their “account” and can choose to invest any amount X between 0 and 250 into a
risky investment that succeeds with 50 % probability and fails with 50 % prob-
ability. If the investment succeeds, the amount invested is multiplied by 2.5 and
returned to the participant, resulting in $250+1.5X on the account. If the invest-
ment fails, the amount invested is lost, resulting in $250-X on the account.
Regardless of outcome, participants keep all the money that was not invested
250-X. This measure is based on Gneezy and Potters (1997). In the end, one
participant was randomly drawn, the investment’s outcome was determined, and
this one participant was paid according to the balance on his account. The results
from Apicella et al. (2008) suggest that a man with a testosterone level one
standard deviation above the mean invests 12 % more than a man with an average
testosterone level.

Sapienza et al. (2009) look at a sample of 460 MBA students (320 men, 140
women). While they fail to replicate the result of Apicella et al. (2008) in the full
sample of men, they find that among women testosterone correlates positively with risk
taking. However, when Sapienza et al. (2009) restrict the sample to individuals with
relatively low concentrations of testosterone (90 % of the women and 31 % of the men
in the sample), they find that within-gender testosterone is positively linked to risk
taking. Risk taking in this paper is measured from 15 incentivized choices were
participants chose between a gamble that gives either $200 or $0 with equal probability
or a certain amount that varied in increasing order from $50 to $120 in increments of
$5. Risk preferences are measured from the point at which participants choose to switch
from preferring the gamble to the certain amount. Participants were paid for one
randomly picked choice.

Stanton et al. (2011b) look at the correlation between testosterone and risk
taking in a sample of 298 participants (142 men, 156 women). They find evidence
of a non-linear relationship, suggesting that low and high testosterone individuals
take more risk than other individuals. This relationship is also found among both
men and women when the two groups are analyzed separately. Participants here
make 120 incentivized choices between a certain amount (varying in increments of
$1 from $3 to $7) and a gamble (where the probability of winning is 25, 50 or
75 %), such that the expected value of the gamble is mainly larger than the value
of the certain amount. Participants also make choices related to ambiguity
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preferences and loss aversion. Stanton et al. (2011b) similarly find a non-linear
relationship between testosterone and ambiguity preferences, but no relationship
with loss aversion.4

Schipper (2012) explores the relationship between testosterone and risk prefer-
ences in a sample of 208 participants (115 men, 93 women).5 He has participants
make ten different choices between pairs of incentivized gambles (as in Holt and
Laury 2002) in both the gain and the loss domain, where the probabilities of winning
or losing vary from 10 to 100 %. Risk preferences are inferred from the switching
point when people start preferring riskier gambles over safer gambles (one set of
gambles involve amounts that either are $3.20 or $4 whereas the other set of
gambles involve amounts that are either $0.20 or $7.70). Participants were paid for
one randomly picked choice for each of the gains and losses tasks. Schipper finds a
positive relationship between testosterone and risk taking for men in the domain of
gains but not losses. For women, no relationship between testosterone and risk is
found in either the loss or gain domain. Schipper also studies other hormones
(cortisol, estradiol and progesterone) and finds a negative association between
cortisol and risk taking in women but not in men.

Notably, testosterone concentrations are not static, but rather, fluctuate over both
long-term (e.g., during the season and with aging) and short-term scales (e.g.,
through the day and in response to social interactions). Thus, in addition to
focusing on individual differences in baseline testosterone concentrations, a growing
body of evidence suggests that context dependent changes in testosterone concen-
trations may serve to adaptively modulate ongoing and/or future social behavior
(see Carré et al. 2011 for review). Specifically, it has been found that acute changes
in testosterone during competition predict subsequent competitive motivation (Mehta
and Josephs 2006; Carré and McCormick 2008a), in-group support (Apicella and
Cesarini 2011), aggression (Carré et al. 2009; Carré et al. 2013; Carré et al. 2014a),
antagonistic behavior (Geniole et al. 2013), ratings of trust from emotionally neutral
faces (Carré et al. 2014b) and mate-seeking behavior (Roney et al. 2007; van der
Meij et al. 2012). Three recent studies have investigated links between context
dependent changes in testosterone concentrations and risk taking behavior in men
and women.

Carney et al. (2010) study whether randomizing participants to either low-power
or high-power poses can affect hormonal levels and risk taking. In a sample of 42
participants (16 men, 26 women), they find that participants in high-power poses
have increased testosterone, decreased cortisol and increased risk taking compared
to participants in low-power poses. 6 However, it is unclear whether individual
differences in testosterone responses mediated the effect of power posing on risk
taking. High-power poses also lead to more powerful feelings and lower cortisol.
Risk taking is here measured from a single incentivized choice between a certain

4 Ambiguity aversion and risk aversion are related concepts but ambiguity aversion refers to a preference for
known risks (e.g. probabilities) over unknown risks..
5 Note that the sample size is often smaller than this in the actual analyses.
6 Note that this design has been subject to some discussion. Carney et al. collapse raw hormone data across
sexes in their measures of hormonal change, without reporting pre- and post- mean testosterone levels
separately for men and women, just the aggregate change. Stanton (2011) argues that this makes the data
difficult to evaluate.
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amount ($2) and a 50–50 gamble with the same expected value (with the
outcomes of $4 or $0).

Ranehill et al. (2014), using a sample of 200 participants (102 men, 98
women), perform a conceptual replication of Carney et al. (2010). As Carney
et al., they find that high-power poses increase feelings of power. Unlike Carney
et al., however, they find no effect on testosterone or risk taking in the domain of
gains, in neither the overall sample or separately by sex. Ranehill et al. (2014) also
explore risk taking in the domain of losses and competitiveness as willingness to
compete when solving a task. They find no effect of high-power poses on any of
these outcome measures or on cortisol. The risk task in the gain domain consists
of six choices between a certain amount in Swiss Francs (CHF 2 to CHF 7,
varying in increments of CHF 1) and a 50–50 gamble (with outcomes CHF 10 or
CHF 0), with risk preferences measured from the share of risky choices given.
Risk preferences in the loss domain are inferred correspondingly with amounts
being lost rather than gained. Participants where paid for one of the risky
decisions, randomly picked.

In other recent work, Apicella et al. (2014) examine how changes in testosterone
following monetary wins and losses influence future financial risk taking. The
researchers collect saliva samples from men before and after they either won or lost
a series of chance-based competition (e.g. 15 trials of rock, paper, scissors), where
money is at stake. The amount of money at stake varies across conditions so that
direct comparisons can be made between winners and losers whose final earnings are
the same. Thus, the final sample includes 49 men who either won or lost but finished
the game with $10. The risk task used is similar to that used by Ranehill et al.
(2014). Participants make ten choices between a certain amount (varying from $1 to
$10 in increments of $1) and a 50–50 gamble (with outcomes $10 or $0), with one
decision randomly picked for payment. The authors find that testosterone increased
more in winners relative to losers, though the difference was not significant.
Importantly, testosterone change from before to after the competition is positively
correlated with monetary risk taking. It is important to note that this result remains
after controlling for the outcome of the competition, suggesting that individual
differences in testosterone reactivity influence future economic risk taking, rather
than winning or losing.

To summarize, the literature on the bivariate relationship between endogenous
testosterone and risk preferences suggest that higher levels of testosterone are associ-
ated with increased financial risk taking. However, the results have not been consis-
tently found for both sexes and for all measures of risk. Furthermore, one study finds a
non-linear association between testosterone and risk so that those with lower as well as
higher levels of testosterone are more risk taking. Taken together, it is clear that more
work is needed.

Testosterone Manipulations

We are aware of only two experiments that have examined the causal influence of
testosterone on risk preferences. Neither study has found an effect. Zethraeus et al.
(2009) administer testosterone (40 mg/day), estradiol (2 mg/day) or a placebo to a
sample of 200 post-menopausal women during a four-week period (testosterone: n=
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67, estradiol: n=66, placebo: n=67). Participants choose between six different certain
payoffs (SEK 80, 120, 160, 200, 240 and 300) and a 50-50 gamble (with the
outcomes SEK 400 or SEK 0), with one choice randomly chosen for payment. As
in Sapienza et al. (2009), risk preferences are measured from the point at which
participants choose to switch from preferring the gamble to the certain amount.
Compared to placebo, no effect of either testosterone or estradiol on risk preferences
is observed.

Boksem et al. (2014) instead administer either testosterone (0.5 mg sublingually at
one occasion) or placebo to a sample of 54 women aged 18–30 taking oral contra-
ceptives. As in Zethraeus et al. (2009), there is no effect of testosterone on risk
preferences (or on ambiguity preferences, but unlike Zethraeus et al. (2009) they find
an effect on trust and reciprocal behavior measured from the investment game). The
risk task here involves 18 choices where participants choose between a certain payoff
(ranging from €1.50 to €28.50) and a 50–50 gamble (with the outcomes €30 or €0),
with one choice randomly chosen to be paid out. Risk preferences are inferred by the
share of gambles chosen.

In summary, the testosterone administration studies summarized do not provide
compelling support for the causal role of testosterone in the modulation of risk
preferences. However, it is important to note that both studies were conducted
exclusively in women and involved either chronic administration of testosterone to
post-menopausal women (Zethraeus et al. 2009) or a single dose of testosterone to
young women which produced supraphysiological concentrations of testosterone
(Boksem et al. 2014). The precise dose of testosterone administered may be an
important factor to consider in future research as some behavioral evidence suggests
that testosterone may have a non-linear relationship with risk preferences (Stanton
et al. 2011b). Also, neuroimaging studies suggest that testosterone can modulate
brain function in men and women through both rapid (Goetz et al. 2014; van Wingen
et al. 2009) and delayed (Hermans et al. 2008) mechanisms. Thus, it will be
important for future research to consider the extent to which testosterone has
immediate and/or delayed effects on risk preferences. Finally, more work will
be needed to examine whether testosterone administration would modulate risk
preferences in men. It is worth noting that testosterone administration has been
found to similarly increase threat-related amygdala function in both men (Goetz
et al. 2014) and women (Hermans et al. 2008) though each of these studies
focused on a single sex and employed different designs and dosing levels. It is
possible that men and women respond differently to the administration of
testosterone in other domains such as economic risk taking. The
organizational/activational hypothesis of testosterone-mediated behaviors suggest
that androgen exposure at critical periods of development set the parameters for
how the brain responds to later circulating levels of testosterone. Thus men
may be more responsive to the administration of testosterone due to early
organizational sex differences. Indeed, a number of animal studies have noted
sex differences in the degree to which males and females respond behaviorally
to testosterone administration in adulthood (see McHenry et al. 2014). A greater
consideration of the organizing effects of prenatal and pubertal testosterone may
help to enhance our understanding of how current levels of testosterone affect
risk and decision-making in men and women.
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Organizational Effects

The ratio between the length of the second and the length of the fourth digit (2D:4D) is
considered a marker of prenatal testosterone exposure (starting with Manning et al.
1998)7 and thus brain masculinization. This measure tends to be sexually dimorphic
with men, on average, having lower ratios. The relationship between 2D:4D and
testosterone exposure in utero is supposedly negative, such that a low 2D:4D is an
indication of high testosterone exposure. In support of this, Lutchmaya et al. (2004)
find that 2D:4D is negatively related to the fetal testosterone to estradiol ratio measured
from amniotic fluid in a small mixed-sex sample of 29 children. Ventura et al. (2013)
find similar results in a larger sample involving 106 newborns. There is also some
evidence that individuals with congenital adrenal hyperplasia (CAH), a condition
characterized by increased exposure to androgens in utero, have lower 2D:4D than
control individuals (Brown et al. 2002; Ökten et al. 2002; Rivas et al. 2014; but see
Buck et al. 2003 for a null result). Similarly, there is evidence suggesting that males
with Klinefelter’s syndrome, a condition associated with low fetal androgen levels,
have higher 2D:4D than controls (Manning et al. 2013). One study also suggests that
females with a male twin have more masculine digit ratios compared to females
with a same sex twin, possibly due to androgen spillover from the male twin (van
Anders et al. 2006 but see Hiraishi et al. 2012, for null replication). Interestingly,
work on mice has shown testosterone administration in utero causes lower 2D:4D,
whereas estrogen administration causes higher 2D:4D (Zheng and Cohn 2011). The
same researchers also find that an inactivated androgen receptor leads to a higher
2D:4D, whereas an inactivated estrogen receptor leads to a lower 2D:4D. This
latter study is perhaps the most convincing study on androgens and 2D:4D, but
replications are needed.

Due to its ease of measurement, the relationship between 2D:4D and numerous traits
and phenotypes has been examined; from myocardial infarction (Kyriakidis et al. 2010)
and semen quality (Seo et al. 2010) to sexual orientation (see Grimbos et al. 2010 for
review) and musical talent (Sluming and Manning 2000), with a mix of positive results,
null results, and sometimes conflicting results or results only showing up for one sex.
Lower 2D:4D has been associated with constructs loosely related to risk taking such as
increased competitiveness in sports (Hönekopp et al. 2006; Manning and Taylor 2001)
and profits in high frequency traders (Coates et al. 2009). Lower digit ratios are also
weakly (r=−.06), though significantly correlated with aggression in men (Hönekopp
and Watson 2011). A growing number of studies have explored potential correlations
between 2D:4D and economic risk taking, though the findings are mixed (see Table 1
for overview).

The first study to examine 2D:4D and economic risk taking was conducted by
Dreber and Hoffman (2007) who examine the relationship in two different populations.
Using a risk task similar to that of Apicella et al. (2008) reported above, they find that

7 Note that Manning et al. (1998) find a negative correlation between circulating testosterone and 2D:4D in
adult men, and interpret this as evidence of 2D:4D being a marker or prenatal testosterone exposure while
Hönekopp et al. (2007) show in a meta-analysis, that 2D:4D and adult sex hormones are not related and
instead interpret this as evidence of 2D:4D being a marker of prenatal testosterone exposure. When it comes to
sex differences in 2D:4D, Hönekopp and Watson (2010) find a moderate sex difference in the right hand with
males having lower 2D:4D in a meta-analysis.
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lower 2D:4D is associated with increased economic risk taking in a Swedish mixed-sex
sample of 147 participants. While they report the results for both hands, the relationship
is only statistically significant for the left hand. In their second sample of 116
Americans, they find no evidence of a relationship between 2D:4D and risk in either
hand. Similarly, Apicella et al. (2008) find no relationship between economic risk
taking and 2D:4D in the right hand, left hand or their average in an ethnically diverse
sample of 98 American men—a result that remained insignificant even when ethnicity
and other controls were included.8 Sapienza et al. (2009) find no association between
financial risk taking and 2D:4D in a sample of male and female MBA students. The
authors do however note a small but statistically insignificant relationship between

8 Ethnicity might be important to control for since Manning et al. (2004) find evidence suggesting that 2D:4D
differs across ethnic groups.

Table 1 Table of studies reporting results of 2D:4D and economic risk. Here we report whether reported tests
conducted are significant (SIG) at the 5 % level. If not significant, it is labeled NS. Empty cells denote that the
test was either not conducted or not reported. Note that some of these studies are part of other larger studies
that include additional predictor and outcome measures

Study Men Women Both sexes Correct for
multiple
comparisonsLeft Right Mean Left Right Mean Left Right Mean

Dreber and Hoffman 2007,
study 1

– – – – – – NS NS – No

Dreber and Hoffman 2007,
study 2

– – – – – – SIG NS – No

Apicella et al. 2008 NS NS NS – – – – – – No

Sapienza et al. 2009 NS NS NS NS NS NS NS NS NS No

Branas-Garza and Rustichini
2011, measure 1

– SIG* – – NS – – NS – No

Branas-Garza and Rustichini
2011, measure 2

– SIG – – NS – – NS – No

Garbarino et al. 2011** – – – – – – – – SIG No

Drichoutis & Nayga 2014*** – – – – – – – NS – Yes

Schipper 2012, gain domain – NS – – NS – – – – Yes

Schipper 2012, gain domain – NS – – NS – – – – Yes

Dalton and Ghosal 2014 – NS – – NS – – NS – No

Sytsma 2014, gain domain NS NS NS SIG SIG SIG SIG NS NS No

Sytsma 2014, loss domain SIG NS SIG NS NS NS NS NS NS No

Sytsma 2014, average
of gain & losses

SIG NS SIG NS NS NS SIG NS SIG No

*Significance here is in the opposite direction

**Note that they do not test sexes separately but rather find no significant interaction between 2D:4D and sex.
It is unclear whether the effect between 2D:4D holds for both men and women but we assume it does. In
addition, the authors note that the results do not qualitatively change when the median 2D:4D of each hand is
analyzed. Studies typically use the averages of finger measures conducted in triplicate

***Note that there were a number of tests conducted, but not separately for men and women
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2D:4D and risk taking in women. 2D:4D in this study is measured as the average ratio
of the subject’s right and left hand but the results do not change when the hands are
examined separately. Using a mixed-sex sample of 188 Caucasians, Branas-Garza and
Rustichini (2011) examine the relationship between 2D:4D in the right hand with two
different measures of economic risk involving hypothetical lotteries. In this study,
2D:4D in men is negatively related with only one of the two measures of economic
risk taking, while 2D:4D in women instead is positively related to the other measure of
risk taking. Garbarino et al. (2011) study a mixed-sex sample of 152 Caucasian
participants and report a negative relationship between average 2D:4D of both hands
and incentivized risk taking in lotteries in both men and women and the joint sample.
They also find evidence of a non-linear effect of 2D:4D on economic risk taking. In a
replication of this study, Sytsma (2014) also finds evidence of a negative relationship
between left 2D:4D and economic risk taking in the gain domain, using a mixed-sex
sample of 164 participants in Bangladesh. There is however no relationship for the right
hand. Furthermore, when analyzing men and women separately, Sytsma finds that both
the right and left digit ratio negatively correlate with risk taking, but only for women.
When looking at risk taking in the domain of losses however, the author finds evidence
of a negative relationship between risk taking and 2D:4D for men but not for women.
However, this result is only significant for the average of the two hands and, when
analyzed separately, the left hand. Besides for Apicella et al. (2008) and Sapienza et al.
(2009), three other studies have reported null results across the board. In all three
studies, only 2D:4D of the right hand is studied. Drichoutis and Nayga (2014) find no
relationship between 2D:4D and lottery choices in a mixed-sex sample of 138 partic-
ipants from Greece. Schipper (2012), in the same study as reported above, finds no
relationship between 2D:4D and risk taking in men or women. Finally, Dalton and
Ghosal (2014) find no relationship between 2D:4D and risk taking in hypothetical
gambles in a mixed-sex sample of participants (n=249) from the United Kingdom.

Results are thus equivocal for the relationship between 2D:4D and economic risk
taking. Many studies have not found a relationship between 2D:4D and risk and of
those studies that do report a significant result, most include at least one null result.
Also, there are many ways to examine the association between risk and 2D:4D and not
all studies report the same associations. Correlations are sometimes estimated in mixed-
sex samples and/or analyzed separately by sex. 2D:4D can also be examined indepen-
dently for each hand or operationalized as the average of the two hands.9 Assuming
only one measure of risk is employed, this means that nine possible associations can
potentially be examined, which greatly increases the likelihood of type one errors.
Also, corrections for multiple hypothesis testing are rare in this literature (see Table 1).
This coupled with a potential file drawer problem that is common in science when null
results are found may contribute to an over estimation of the number of significant
findings.10

9 One reason for the focus on the right hand may come from the fact that a meta-analysis finds that a sex
difference in 2D:4D is larger for the right hand than for the left hand (Hönekopp and Watson 2010). However,
the results from a meta-analysis suggest that among humans there is no effect of testosterone on the
lateralization of the brain or behaviors, including handedness (Pfannkuche et al. 2009).
10 For example, Anna Dreber and Moshe Hoffman have unpublished data indicating more null results on risk
taking and 2D:4D in a South Asian Indian sample.
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As shown in Table 1, most studies do report 2D:4D results for the right hand and so
we should consider this the most useful column to look at for reliable results since it is
immune to reporting biases. Of the ten studies that report 2D:4D for the right hand in
men only one is significant at the 5 % level, in the correct direction. For women, the
results are similar with only one out of nine studies finding a significant effect. When
the sexes are combined, none of the ten studies find an effect. Thus, in total we find that
on average we only get a significant result about 10 % of the time for right 2D:4D.
However, when one looks at the columns for the left hands or the mean of the hands it
is interesting to note that there is a greater percentage of significant findings, even
though there are less studies reporting the results. So for instance, of the studies that
report 2D:4D for the left hand in men 40 % of them find a significant effect. In fact, if
we look at all the 28 cells that provide results for either the left hand or the mean of the
hands in men, women or both sexes combined, 11 of them (40 %) are significant. This
suggests that there may be some reporting bias. Again, it is exactly the columns with
the least reported values that have a greater proportion of significant results.

There are other potential sources that may account for the inconsistencies found in
the 2D:4D literature. For example, 2D:4D is an inherently noisy measure.
Measurements are meant to reflect the length of the short bones of the fingers yet
without radiographs this measurement relies upon the use of the proximal folds of the
fingers, which may not overlap precisely with the ends of bones. Also, fat, water, blood
and skin contribute further to the imprecision in this measurement. Taken together, we
suggest that future work on 2D:4D use larger samples, adhere to uniform reporting of
associations and correct for multiple comparisons when necessary.

While the brain is thought to be particularly sensitive to androgen exposure in utero,
there is increasing evidence from animal studies that adolescence represents a second
period of sensitivity for the organizing effects of androgens on the brain (for review
Schulz et al. 2009). While hormonal concentrations can be measured directly during
puberty, no studies have examined pubertal testosterone levels in relation to current
and/or future economic risk taking. One putative marker of pubertal testosterone
exposure is facial masculinity. Prior to puberty girls and boys faces are largely similar
in shape. During puberty, however, it is largely the boys’ features that begin to diverge.
Since this happens during a period of increased gonadal testosterone production in
boys, it is presumed that testosterone is responsible for this change, as is the case with
the development of other secondary sexual characteristics. It has also been shown that
boys with delayed puberty have more feminine facial shapes but when given testos-
terone exogenously their faces become more masculine as compared to controls not
receiving testosterone (Verdonck et al. 1999).

While facial masculinity has been associated with a number of phenotypes including
aggression (Goetz et al. 2013; Carré and McCormick 2008b) we know of only one
study examining its relationship to economic risk taking. Apicella et al. (2008) find a
positive and significant correlation between facial masculinity and risk. Specifically,
they find that a one standard deviation increase in facial masculinity is associated with a
6 % increase in the amount of money invested in a risky gamble. Other evidence that
facial masculinity may be correlated with risky decision making comes from a study on
expert chess players where risk taking is assessed from players’ moves (Dreber et al.
2013). While no money is involved in this study, the measure of risk follows the
standard definition of economic risk taking. The results suggest that facial masculinity
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and risk taking is negatively correlated in women though the relationship is not
significant in men. To date, very little work has examined the relationship between
pubertal testosterone and economic risk taking. As a result, these findings should be
met with some caution and replications are encouraged. Moreover, neither study
provides causal evidence that testosterone in puberty leads to increased risk taking in
adulthood. It is possible that a masculine appearance itself leads to increased risk taking
or that facial masculinity is associated with other traits that directly influence risk taking
(Apicella et al. 2008).

Testosterone and Risk Related Constructs

The literature on androgens and non-financial risk taking is large, especially when one
also considers the work conducted on non-human animals. Here we will discuss a few
additional studies in humans that help to inform our understanding of testosterone’s role
in economic decision-making involving risk. While many of these studies are also
correlational there are at least two studies that have causally linked testosterone
administration to general measures of risk taking. van Honk et al. (2004) examine
the effects of testosterone administration on risk taking in small sample of women (n=
12) using the Iowa Gambling Task (IGT; Bechara et al. 1994). In this task, probabilities
of winning and losing are ambiguous but can be learned during the task itself. The
researchers find that testosterone administration leads to disadvantageous decision-
making. Individuals receiving testosterone are more likely to choose options associated
with larger rewards but more frequent and severe punishment. Similarly, Stanton et al.
(2011a) find that circulating testosterone correlates positively with risk taking in the
IGT in a larger mixed-sex sample (n=154, 78 men, 76 women). The second study
attempting to causally link high testosterone to risk taking was conducted on a similarly
small sample of men (Goudriaan et al. 2010). In this study, 19 men were either given an
aromatase inhibitor (n=10), leading to high-normal testosterone levels and low-normal
levels of estradiol, or an aromatase inhibitor combined with estradiol (n=9), leading to
low-normal testosterone levels and high-normal levels of estradiol. The researchers
then compared the groups’ decision-making in three different risk tasks. Men in the
high-normal testosterone group were more risk seeking in a balloon analogue risk task
(BART: Lejuez et al. 2002) where probabilities are unknown but not in the IGT task or
a dice task. It is possible that the inconsistent results within and between these two
studies may reflect differences in the tasks and/or samples. As mentioned, it is possible
that testosterone modulates risk taking behavior in a sex-dependent manner due to sex
differences in the early organizing effects of testosterone on the brain. More work will
be needed to examine the extent to which testosterone has similar effects on different
measures of risk related preferences and in men and women.

There are a number of studies that examine the link between testosterone and
behavioral constructs related to financial risk taking. For example, Apicella et al.
(2011) study men’s willingness to compete. This measure, where participants choose
to solve a task and get paid according to a piece-rate scheme or a tournament scheme is
typically positively correlated with economic risk taking (e.g., Niederle and Vesterlund
2007). However, Apicella et al. failed to find a correlation between circulating testos-
terone, facial masculinity and 2D:4D and competitiveness. Similar null results were
obtained by Schipper (2014) who examined the relationship between testosterone and
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competitive bidding behavior in symmetric independent private value first-price auc-
tions. Bidding and profits are considered to be proxies of risk aversion (as discussed in
Schipper 2014). Ronay and von Hippel (2010a) explore the interaction between power
manipulations, where participants are asked to recall situations in which they had high
or low power, and 2D:4D to predict risk taking in the BART and a modified BART
which could result in mild electric shocks. In a first study (n=59), they find that men
with low right hand 2D:4D are more risk taking when they are primed with low power.
In a second study (n=65), they replicate this effect and also find that men with low right
hand 2D:4D are less risk taking when primed with high power. Stenstrom et al. (2011),
using survey measures of risk taking in different domains, find that right hand 2D:4D is
negatively related to self-reported financial risk taking (related to risky financial
investments) in an ethnically heterogenous sample of men (n=219), but not in a sub-
sample of male Caucasians (n=130). No relationships are found for women (n=194).
Pearson and Schipper (2012), in a mixed-sex sample of 400 participants, find no
correlation between right hand 2D:4D and bidding or profits in symmetric independent
private value first-price auctions.

There have been attempts to relate testosterone to risk related decisions outside the
lab. White et al. (2006), in a sample of 110 male MBA students, find that those with
substantial experience in new venture creation, a risky business endeavor, have signif-
icantly higher baseline testosterone levels than others. Coates and Herbert (2008) study
testosterone and cortisol levels among 17 male traders in the financial industry and find
that testosterone levels in the morning predict profitability during the day. Here
profitability is assumed to be a function of risk taking. Sapienza et al. (2009) find that
high circulating testosterone and low 2D:4D can predict which MBA students choose a
risky finance career. Coates et al. (2009) find that right 2D:4D correlates negatively
with long term profitability and time spent working as a trader in a sample of 44 male
traders,, In a separate paper, Coates and Page (2009) report that this relationship is
mainly due to low 2D:4D traders being more risk tolerant as inferred from trading data.
Ronay and von Hippel (2010b) study physical risk taking among young male
skateboarders and find that it increases when an attractive female observer is present
compared to a male observer. This increase is thought to be mediated by an increase in
testosterone. While men exposed to the attractive confederate had higher levels of
testosterone, the authors did not collect a baseline value and so it is not possible to
confirm this mechanism. Cronqvist et al. (2014) compare investment portfolio deci-
sions in women with a male versus female dizygotic twin. Women with a male versus
female co-twin, own a greater share of risky and volatile stocks.

Neural and Psychological Pathways of Economic Risk-Taking

In so far that testosterone influences economic risk-taking, understanding the neural
and psychological channels by which this occurs is paramount for developing compre-
hensive models of choice under risk. During the last decade, neuroeconomic studies
have revealed a complex neural circuitry involved in reward processing, including
reward value encoding, prediction, and risk. Key players in this circuitry include the
orbitofrontal cortex (OFC), the anterior cingulate cortex (ACC), the amygdala
(AMYG) and the ventral striatum (VS) and more specifically the nucleus accumbens
(NAc). It is possible that testosterone influences decision-making through actions in
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one or more of these structures. Here we pay particular attention to the OFC, and the
mesolimbic dopaminergic pathway in the brain, which includes the VS and NAc.

One possible starting point for decision-making is the OFC, which is thought to play
a critical role in the encoding of reward (see Kennerley and Walton 2011 for review). A
number of studies find that cells within the OFC fire in anticipation of expected
outcomes (for instance, Gottfried et al. 2003; Tremblay and Schultz 1999; Padoa-
Schioppa and Assad 2006). Other studies reveal that activation of the OFC reflects both
preference order and reward magnitude (see Kennerley and Walton 2011 for review).
Furthermore, the OFC has been implicated in decisions involving risk. For example,
damage to the ventromedial prefrontal cortex, which includes parts of the OFC, has
been associated with risky and disadvantageous decision-making (Bechara et al. 1997,
but see Maia and McClelland 2004 for critique). Moreover, the OFC as well as the
ACC have been shown to respond to increased variance in risk (Rogers et al. 1999).
Other elements and constructs related to risk-taking such as impulsivity (Rudebeck
et al. 2006) and aggression (Mehta and Beer 2010) have also implicated the OFC. In a
recent study, activation in the lateral OFC and AMYG following exposure to
emotional-cues was related to negative urgency and that negative urgency mediated
the relationship between this activation and measures of general risk-taking (Cyders
et al. 2014). It is important to note that not all studies have implicated the OFC in risky
decision-making. For example, Kuhnen and Knutson (2005) find that that while
activation in the OFC and ACC is observed during gain outcomes, the level of
activation does not predict subsequent risky behavior. Nevertheless, it is possible that
testosterone influences economic risk taking through its effects on the OFC and/or
connected regions. Stanton et al. (2011a, b) suggest that testosterone induced suppres-
sion of the OFC may increase desire for monetary rewards and decrease sensitivity to
punishment. However, there is currently no research to suggest that testosterone
modulates OFC reactivity to reward-related processes using fMRI. Still some work
indicates a positive correlation between testosterone concentrations and threat-related
OFC function (Manuck et al. 2010). However, experimental work yields contradictory
results with one study demonstrating heightened OFC reactivity to threat-related facial
expressions after testosterone administration (Hermans et al. 2008) and two studies
reporting decreased OFC reactivity to threat-related facial expressions after testosterone
administration (van Wingen et al. 2009; Goetz et al. 2014). In addition, another study
reported that decreased OFC reactivity to social provocation mediated the relationship
between endogenous testosterone concentrations and aggressive behavior (Mehta and
Beer 2010). Thus the relationship between OFC reactivity and testosterone are not
clear. It also has been suggested that testosterone may affect behavior by attenuating
OFC-AMYG connectivity. Specifically, the AMYG, a brain structure involved in
emotion processing may be less influenced by top-down prefrontal control when
testosterone is high. Exogenous testosterone administration reduces OFC-AMYG
coupling (van Wingen et al. 2010). Moreover, Bos et al. (2012a) find that testosterone
administration reduces the functional connectivity between the AMYG and OFC in
subjects during ratings of trustworthiness from faces. The researchers speculate that
testosterone, possibly by augmenting dopamine synthesis or release, leads to more
vigilant responses of the AMYG to untrustworthiness. Whether the influence of
testosterone on connectivity between prefrontal regions and the AMYG is important
to economic risk-taking remains to be seen. It is also valuable to note that the AMYG
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itself is rich in androgen and estrogen receptors and so the behavioral effects of
testosterone may, in part, be mediated via its interaction with androgen receptors or
its downstream metabolites interacting with estrogen receptors.

Finally, relevant to studies linking prenatal testosterone to economic risk-taking,
fetal testosterone levels have also been associated with gray matter volume in parts of
the OFC (Lombardo et al. 2012). Not surprisingly gray matter volume in the OFC is
also greater in women (Lombardo et al. 2012). Thus, if prenatal testosterone leads to
increased risk-taking in adulthood this may be one potential channel by which this
occurs.

Testosterone’s euphorigenic and potentially addictive properties are widely known
(see Frye 2007). Testosterone and its metabolites dihydrotestosterone (DHT) and 3α-
androstanediol (3α-diol) may achieve these effects through their interactions with the
mesolimbic dopaminergic reward pathway in the brain, including the VS and more
specifically the NAc, which are known to play important roles in both reward process-
ing and reward seeking behavior. When testosterone is injected into the NAc of rodents
induces conditioned place preference (Packard et al. 1997) and this effect can be
blocked by the α-flupenthixol, a DA antagonist (Packard et al. 1998). While these
data suggest that these brain regions play a role in testosterone’s rewarding and
reinforcing properties, it remains unclear whether this is mediated by dopamine release
or some other mechanism. In one study on male hamsters testosterone administration
did not increase dopamine levels in the NAc (Triemstra et al. 2008). Nevertheless, the
reinforcing properties of testosterone suggest that this may be one means by which
organisms adaptively modulate their behavior. Any behavior that produces a surge in
testosterone is likely to be reinforced.

Imaging studies demonstrate VS activation to both the anticipation and delivery of
rewards, including monetary rewards (O’Doherty 2004). Moreover, other work indi-
cates that heightened VS reactivity in anticipation of monetary reward predicts risky
financial decision making and risk-seeking mistakes (Kuhnen and Knutson 2005).
Finally, preferences for immediate versus delayed rewards are positively correlated
with the magnitude of VS reactivity to reward (Hariri et al. 2006). Notably, a separate
body of evidence has linked individual differences in testosterone concentrations to
reward-related neural function. Specifically, testosterone concentrations among adoles-
cent boys and girls are positively correlated with VS reactivity to the anticipation of
reward (Forbes et al. 2010) and to the delivery of reward (Op de Macks et al. 2011, but
see Forbes et al. 2010). More compelling evidence for the role of testosterone in
modulating VS function comes from pharmacologic-fMRI work. Specifically,
Hermans et al. (2010) found that a single administration of testosterone to healthy
young women led to increased VS reactivity to cues signaling potential reward versus
nonreward. To the extent that testosterone plays a causal role in modulating risk
preferences, and risk-taking behavior more generally (e.g., van Honk et al. 2004), the
above data suggest that testosterone may do so through modulation of VS function.
Future research involving direct manipulation of testosterone and measurement of risk-
preferences or risk-taking behavior during fMRI will be needed to test this proposed
mechanism.

While testosterone may influence financial risk-taking directly via its effects on the
brain, it is also possible that its effects are indirect. For instance, it has been suggested
that baseline testosterone may serve as a marker of individual differences (Sellers et al.
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2007) and these differences may instead influence the propensity for risk. Indeed,
previous work has linked testosterone with implicit need for power (Schultheiss et al.
1999), dominance (Cashdan 1995), rule violation and crime (Dabbs et al. 1995),
sensation seeking (Aluja and Torrubia 2004; Campbell et al. 2010), mood, and threat
vigilance (van Honk et al. 1999). Likewise, other studies have identified links between
various forms of risk-taking behavior and personality traits, such as sensation seeking,
aggression, sociability (e.g. Zuckerman and Kuhlman 2000) and power motivation
(McClelland and Watson 1973). In a more recent study involving over 2000 men and
women, risk taking in six decision domains (e.g. recreation, health, career, finance,
safety and social) was examined in relation to the Big Five personality traits (Nicholson
et al. 2005). Overall risk taking in this study was associated with high extraversion and
openness and low agreeableness neuroticism, and conscientiousness. One implication
of findings such as this is that risk taking may be best conceived as a relatively stable
dispositional trait. This assumption however, has not gone unchallenged. A number of
studies have highlighted the importance of context and framing on decision involving
risk (e.g. Tversky and Kahneman 1986; Ronay and von Hippel 2010b) while other
research suggests that there is little within-participant consistency in financial risk
taking across different payoff domains and response modes (Shoemaker 1990). More
recent studies that employ different risk scales find large within-participant variation in
risk measures across different decision domains, including health, social and economic
risks (Blais and Weber 2006; Hanoch et al. 2006). Thus the role of personality on
economic risk preferences is, at present, elusive.

Another stable characteristic that may be related to risk taking is a person’s
chronotype. In a relatively small mixed sex sample, Killgore (2007) found that evening
types scored higher than morning types in self-reported risk-propensity but not in a
behavioral measure (e.g. BART). In a larger sample, Maestripieri (2014) found that
evening types scored higher on risk-taking. However, this effect was specific to
women. Intriguingly, one study reported that people with evening types had elevated
testosterone concentrations relative to morning types (Randler et al. 2012), suggesting
that sleep cycles may play a role in the previously observed relationship between
endogenous testosterone and risk. Other work with a much larger sample size failed to
detect an association between chronotype and testosterone in either men or women
(Maestripieri 2014). Nevertheless, future work should examine whether links between
personality and other stable behavioral traits and economic risk-taking are mediated by
variation in testosterone concentrations. Moreover, given the reciprocal relationship
between hormones and behavior it is also possible that personality traits influence
neuroendocrine function, which in turn, predisposes one to adopt risk-seeking behav-
ioral strategies. Discerning the importance of these associations and their possible
causal pathways are important directions for future research.

Discussion

In the last 50 years behavioral endocrinology has emerged as a powerful tool for
understanding a wide variety of behaviors in humans and non-human animals.
However, the study of hormones on economic decision-making is in its early stages
and much remains unanswered. There are good reasons to suspect that testosterone
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mediates economic risk taking. Such a finding would be consistent with a number of
observations including lower levels of risk taking in women and older-aged individuals
and increases in risk taking in men following monetary wins (e.g. the house money
effect) and when in the presence of attractive women (Apicella et al. 2014). While a
number of association studies have identified a positive link between circulating
testosterone and risk taking, not all of the associations have been linear (see Stanton
et al. 2011b). Few studies have experimentally manipulated testosterone. In a quasi-
experimental design, Apicella et al. (2014) find that increases in testosterone in men
were associated with increases in economic risk taking. However, of the only two
studies that have exogenously administered testosterone, both failed to find an effect in
women. Also, at present, evidence for the influence of prenatal and pubertal testoster-
one is weak. Still, the field is in its infancy—it has not yet been 10 years since the first
papers emerged suggesting a link between hormones and economic risk taking
(Apicella et al. 2008; Coates and Herbert 2008). Given the complexity of the hormones
and the behaviors we are studying, the precise nature of this link may not be realized
without considerable efforts. That said, hormonal measurement is noninvasive and
relatively inexpensive especially compared to neuroimaging techniques, which have
become mainstream in the field of economics. Accordingly, we believe the study of
hormones on economic decision-making holds great promise and should be pursued as
intently as the neural substrates. Here we outline five concrete recommendations that
we believe will help engender a better understanding of behavioral-hormonal relation-
ships in the field of economics.

1. We suggest that future work examine the reciprocal relationships between eco-
nomic behavior, outcomes and testosterone. Many studies now indicate that
hormones and behavior are mutually reinforcing. Steroid hormones influence the
propensity to engage in certain behaviors but those behaviors and their outcomes
can also affect hormone levels. For instance: Does the mere act of engaging in
financial risk taking, regardless of outcome, affect testosterone levels? If so, is the
amount of money risked or how it was earned important in influencing the degree
of testosterone change? Relatedly, how does winning or losing money affect
testosterone levels? Do individuals react to wins and losses in ways consistent
with loss aversion? That is, do individuals experience proportionally greater
declines in testosterone as a result of losing money than increases in testosterone
as a result of losing money? Finally, does it matter if the money won or lost
belonged to the subject or someone else, such as their family member, co-worker or
financial advisee? These are all interesting and important questions for future
research. Such research may also provide insights into mechanisms involved with
gambling addictions.

2. We know from human and animal research that life stages and social contexts are
strong endocrine determinants (Becker 2002). Animals evolved to adjust their
behavior adaptively to different circumstances by integrating environmental cues
with internal states (Becker 2002; O’Connell and Hofmann 2011). Paradoxically,
this means that the same hormone can trigger different behaviors depending on the
context. For instance, testosterone release in males is associated with both mating
and fighting. An important illustrative demonstration of the role of environment
and hormone interactions was shown with California mice (Gleason et al. 2009).
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Mice who won mock fighting competitions and received testosterone were more
likely to win future competitions compared to mice who did not win but received
testosterone and compared to mice who won but did not receive testosterone. This
research underscores the importance of context on hormone-behavior relationships.
As such, we suggest that careful attention be paid to past economic experience as
well as the larger contexts in which studies are taking place.

Additionally, it remains to be seen whether situations far removed from financial
contexts, but with discernible effects on testosterone, could also affect financial
risk. One stylized fact is that stock markets of countries whose teams lose major
sporting events suffer negative returns the day following the loss (Edmans et al.
2007). Since testosterone has been found to decrease in fans of losing sports teams
(Bernhardt et al. 1998), this may be one mechanism by which this occurs (Apicella
et al. 2014). Most decision theories such as expected utility theory, prospect theory
or even reinforcement learning theories all, in the end, share a common conclusion.
That is, decision-makers integrate various dimensions of an option into a single
measure of its subjective value and then choose the option that is worth the most. If
unconnected and independent events have spillover effects in financial decision
domains, via testosterone change, then these theories may need to be adjusted to
account for this. It is possible that testosterone affects the valuation or experience
of different options though this remains an empirical question.

3. While correlational studies provide important and often first insights into hormone-
behavior relationships, the field needs administration studies involving testosterone
to examine potential cause and effect relationships. We suggest that future studies
first focus on men since female endocrinology is more complicated—not only do
monthly shifts in hormones occur in reproductive-aged women but also, hormonal
profiles shift dramatically with life events, including pregnancy, lactation and
menopause. Many administration studies also use Androgel to increase testoster-
one, which is slow acting and does not mimic the natural surges in testosterone that
occur in behavioral studies. Future work should employ pharmacological protocols
that mimic acute changes in testosterone. Because manipulating hormones is not
always possible, we also advocate for the study of individuals, both men and
women, with endocrine abnormalities as they may also offer some understanding
of both activational and organizational behavioral effects of testosterone.

4. The study of economic decision-making would benefit from integrating both
methods and insights from neuroscience, endocrinology, and genetics. As of yet,
we know of no work that has collectively examined financial risk taking at the
hormonal, neuronal, genetic level. While such undertaking may be difficult and
expensive, the joint explanatory potential may be substantial. In our opinion, no
one genetic, hormonal or brain mechanism has yet been identified that offers
sufficient explanatory power to be useful in predicting heterogeneity in financial
risk taking. Interdisciplinary approaches may also reveal important interactions
between genes and environments and their biological pathways. Such findings may
help shed light on inconsistent findings in testosterone research. For instance,
associations between testosterone and risk taking behavior may depend on genetic
differences in the androgen receptor (AR) gene. Notably, in vitro work indicates
that the transactivation potential of the AR declines linearly with an increase in the
number of CAG tri-nucleotide repeats (Chamberlain et al. 1994). Consistent with
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this idea, recent evidence indicates that testosterone is positively correlated with a
self-report measure of risk taking in adolescent boys, but only in those with fewer
AR CAG repeats (Vermeersch et al. 2010).

5. While most endocrinologists agree that testosterone shapes the brain during critical
periods of development, there is currently little evidence to suggest that these critical
periods affect economic decision-making and risk later in life. At the very best, 2D:4D
offers us an indirect and noisy measure of androgen exposure in utero. As such, if we
are going to resolve whether it affects risk taking in later life, we need to conduct
studies with larger samples and adhere to uniform reporting practices so false
positives, false negatives and file drawer effects can be avoided. Currently, many
studies report 2D:4D for the right hand only. This is conducted under the assumption
that androgens in utero lead to the lateralization of the brain and behavior. This
assumption itself is controversial (for meta-analysis see Pfannkuche et al. 2009).
Since 2D:4D is extremely cheap and quick measure to take there is little reason to
exclude left hand measurements. If anything, including null effects for the left hand
may help elucidate the specific biological pathways via which prenatal androgens act.

Like 2D:4D, facial masculinity is a supposed marker of pubertal androgen expo-
sure, and accordingly this may have some relevance for economic risk taking in
adulthood. Thus far only one study has examined this (Apicella et al. 2008) and so the
findings, until they are replicated, should be met with some degree of skepticism.
Also, unlike androgens in utero, pubertal testosterone levels can be safely measured.
We think that longitudinal correlational studies that examine testosterone levels and
economic risk taking pre and post puberty would provide an important contribution to
this understudied area of research.

Conclusion

Pleiotropic outcomes are common with hormones and testosterone is no exception. A
myriad number of behavioral phenotypic effects of testosterone have been unearthed in
the last few decades. For this reason, economists can no longer afford to be agnostic
about their potential effects on decision-making. We believe that a research paradigm
incorporating neural, genetic as well as hormonal substrates will ultimately lead to a
richer understanding of the complex reciprocal relationships that exists between biol-
ogy, behavior and environment.
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